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AN OVERVIEW OF WINDOWS AZURE 

Cloud computing is here. Running applications and storing data on machines in an Internet-accessible 

data center can offer plenty of advantages. Yet wherever they run, applications are built on some kind of 

platform. For on-premises applications, ǎǳŎƘ ŀǎ ǘƘƻǎŜ ǊǳƴƴƛƴƎ ƛƴǎƛŘŜ ŀƴ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ Řŀǘŀ ŎŜƴǘŜǊΣ this 

platform usually includes an operating system, some way to store data, and perhaps more. Applications 

running in the cloud need a similar foundation. 

The goal of Windows Azure is to provide this. Part of the larger Windows Azure platform, Windows Azure 

is a foundation for running applications and storing data in the cloud. Figure 1 illustrates this idea. 

 

Figure 1: Windows Azure applications run in Microsoft data centers and are accessed via the Internet. 

Rather than providing software that Microsoft customers can install and run themselves on their own 

computers, Windows Azure today is a service: Customers use it to run applications and store data on 

Internet-accessible machines owned by Microsoft. Those applications might provide services to 

businesses, to consumers, or both. Here are some examples of the kinds of applications that can be built 

on Windows Azure: 

 An independent software vendor (ISV) could create an application that targets business users, an 

approach ǘƘŀǘΩǎ often referred to as Software as a Service (SaaS). Windows Azure was designed in 

ǇŀǊǘ ǘƻ ǎǳǇǇƻǊǘ aƛŎǊƻǎƻŦǘΩǎ ƻǿƴ {ŀŀ{ ŀǇǇƭƛŎŀǘƛƻƴǎΣ so ISVs can also use it as a foundation for a variety 

of business-oriented cloud software. 
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 An ISV might create a SaaS application that targets consumers rather than businesses. Because 

Windows Azure is intended to support very scalable software, a firm that plans to target a large 

consumer market might well choose it as a platform for a new application. 

 Enterprises might use Windows Azure to build and run applications that are used by their own 

ŜƳǇƭƻȅŜŜǎΦ ²ƘƛƭŜ ǘƘƛǎ ǎƛǘǳŀǘƛƻƴ ǇǊƻōŀōƭȅ ǿƻƴΩǘ ǊŜǉǳƛǊŜ ǘƘŜ ŜƴƻǊƳƻǳǎ ǎŎŀƭŜ ƻŦ ŀ ŎƻƴǎǳƳŜǊ-facing 

application, the reliability and manageability that Windows Azure offers could still make it an 

attractive choice. 

To support cloud applications and data, Windows Azure has five components, as Figure 2 shows. 

 

Figure 2: Windows Azure has five main parts: Compute, Storage, the Fabric Controller, the CDN, and 

Connect. 

Those components are: 

 Compute: runs applications in the cloud. Those applications largely see a Windows Server 

ŜƴǾƛǊƻƴƳŜƴǘΣ ŀƭǘƘƻǳƎƘ ǘƘŜ ²ƛƴŘƻǿǎ !ȊǳǊŜ ǇǊƻƎǊŀƳƳƛƴƎ ƳƻŘŜƭ ƛǎƴΩǘ ŜȄŀŎǘƭȅ ǘƘŜ ǎŀƳŜ ŀǎ ǘƘŜ on-

premises Windows Server model. 

 Storage: stores binary and structured data in the cloud. 

 Fabric Controller: deploys, manages, and monitors applications. The fabric controller also handles 

updates to system software throughout the platform.  

 Content Delivery Network (CDN): speeds up global access to binary data in Windows Azure storage by 

maintaining cached copies of that data around the world.  

 Connect:  allows creating IP-level connections between on-premises computers and Windows Azure 

applications. 

The rest of this section introduces each of these technologies.  
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COMPUTE  

Windows Azure compute can run many different kinds of applications. Whatever an application does, 

however, it must be implemented as one or more roles. Windows Azure then typically runs multiple 

instances of each role, using built-in load balancing to spread requests across them. Figure 3 shows how 

this looks. 

 

Figure 3: A running Windows Azure application consists of any combination of Web role instances, 

Worker role instances, and VM role instances. 

In the current version of Windows Azure, developers can choose from three kinds of roles: 

 Web roles, intended primarily to make it easier to create Web-based applications. Each Web role 

instance has Internet Information Services (IIS) 7 pre-configured inside it, so creating applications 

using ASP.NET, Windows Communication Foundation (WCF), or other Web technologies is 

straightforward. Developers can also create applications in native codeτusing the .NET Framework 

ƛǎƴΩǘ ǊŜǉǳƛǊŜŘΦ ¢Ƙƛǎ means that they can install and run non-Microsoft technologies as well, including 

PHP and Java. 

 Worker roles, designed to run a variety of Windows-based code. The biggest difference between a 

²Ŝō ǊƻƭŜ ŀƴŘ ŀ ²ƻǊƪŜǊ ǊƻƭŜ ƛǎ ǘƘŀǘ ²ƻǊƪŜǊ ǊƻƭŜǎ ŘƻƴΩǘ ƘŀǾŜ LL{ Ŏonfigured inside them, and so the 

ŎƻŘŜ ǘƘŜȅ Ǌǳƴ ƛǎƴΩǘ ƘƻǎǘŜŘ ōȅ LL{Φ A Worker role might run a simulation, for example, or handle video 

processing or do ƴŜŀǊƭȅ ŀƴȅǘƘƛƴƎ ŜƭǎŜΦ LǘΩǎ ŎƻƳƳƻƴ ŦƻǊ ŀƴ ŀǇǇƭƛŎŀǘƛƻƴ ǘƻ ƛƴǘŜǊŀŎǘ ǿƛǘƘ ǳǎŜǊǎ ǘƘǊƻǳƎƘ ŀ 

Web role, then hand tasks off to a Worker role for processing. Once again, a developer is free to use 

the .NET Framework or other software that runs on Windows, including non-Microsoft technologies.  
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 VM roles, each of which runs a user-provided Windows Server 2008 R2 image. Among other things, a 

VM role can sometimes be useful in moving an on-premises Windows Server application to Windows 

Azure. 

To submit an application to Windows Azure, a developer can use the Windows Azure portal. Along with 

the application, she submits configuration information that tells the platform how many instances of each 

role to run. The Windows Azure fabric controller then creates a virtual machine (VM) for each instance, 

running the code for the appropriate role in that VM.  

As Figure 3 shows, requests from the ŀǇǇƭƛŎŀǘƛƻƴΩǎ ǳǎŜǊǎ can be made using protocols such as HTTP, 

I¢¢t{Σ ŀƴŘ ¢/tΦ IƻǿŜǾŜǊ ǘƘŜǎŜ ǊŜǉǳŜǎǘǎ ŀǊǊƛǾŜΣ ǘƘŜȅΩǊŜ load balanced across all instances of a role. 

.ŜŎŀǳǎŜ ǘƘŜ ƭƻŀŘ ōŀƭŀƴŎŜǊ ŘƻŜǎƴΩǘ ŀƭƭƻǿ ŎǊŜŀǘƛƴƎ ŀƴ ŀŦŦƛƴƛǘȅ ǿƛth a particular role instanceτǘƘŜǊŜΩǎ ƴƻ 

support for sticky sessionsτǘƘŜǊŜΩǎ ƴƻ ǿŀȅ ǘƻ ƎǳŀǊŀƴǘŜŜ ǘƘŀǘ ƳǳƭǘƛǇƭŜ ǊŜǉǳŜǎǘǎ ŦǊƻƳ ǘƘŜ ǎŀƳŜ ǳǎŜǊ ǿƛƭƭ 

be sent to the same instance of a role. ¢Ƙƛǎ ƛƳǇƭƛŜǎ ǘƘŀǘ ²ƛƴŘƻǿǎ !ȊǳǊŜ ǊƻƭŜ ƛƴǎǘŀƴŎŜǎ ǎƘƻǳƭŘƴΩǘ Ƴŀƛƴǘŀƛƴ 

their state themselves between requests. Instead, any client-specific state should be written to Windows 

Azure storage, stored in SQL Azure (another component of the Windows Azure platform), or maintained 

externally in some other way.  

A developer can use any combination of Web role instances, Worker role instances, and VM role instances 

to create a Windows Azure application. LŦ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴΩǎ ƭƻŀŘ ƛƴŎǊŜŀǎŜǎΣ ƘŜ Ŏŀƴ ǳǎŜ ǘƘŜ ²ƛƴŘƻǿǎ !ȊǳǊŜ 

portal to request more instances for any of the roles in his application. If the load decreases, he can 

reduce the number of running instances. Windows Azure also exposes an API that lets all of these things 

be done programmaticallyτŎƘŀƴƎƛƴƎ ǘƘŜ ƴǳƳōŜǊ ƻŦ ǊǳƴƴƛƴƎ ƛƴǎǘŀƴŎŜǎ ŘƻŜǎƴΩǘ ǊŜǉǳƛǊŜ Ƴŀƴǳŀƭ 

interventionτbut the platform doŜǎƴΩǘ ŀǳǘƻƳŀǘƛŎŀƭƭȅ ǎŎŀƭŜ ŀǇǇƭƛŎŀǘƛƻƴǎ ōŀǎŜŘ ƻƴ ǘƘŜƛǊ ƭƻŀŘΦ  

To create Windows Azure applications, a developer uses the same languages and tools as for any 

Windows application. She might write a Web role using ASP.NET and Visual Basic, for example, or use 

WCF and C#. Similarly, she might create a Worker role in one of these .NET languages, work directly in C++ 

without the .NET Framework, or use Java. And while Windows Azure provides add-ins for Visual Studio, 

using this development environment ƛǎƴΩǘ ǊŜǉǳƛǊŜŘΦ A developer who has installed PHP, for example, 

might choose to use another tool to write applications.  

To allow monitoring and debugging Windows Azure applications, each instance can call a logging API that 

writes information to a common application-wide log. A developer can also configure the system to 

collect performance counters for an application, measure its CPU usage, store crash dumps if it fails, and 

more. This information is kept in Windows Azure storage, and a developer is free to write code to 

examine it. For example, if a Worker role instance crashes three times within an hour, custom code might 

ǎŜƴŘ ŀƴ ŜƳŀƛƭ ǘƻ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴΩǎ ŀŘƳƛƴƛǎǘǊŀǘƻǊΦ  

The ability to execute code is a fundamental part of ŀ ŎƭƻǳŘ ǇƭŀǘŦƻǊƳΣ ōǳǘ ƛǘΩǎ ƴƻǘ enough. Applications 

also need persistent storage. Meeting this need is the goal of the Windows Azure storage service, 

described next.  

STORAGE  

Applications work with data in many different ways. Accordingly, the Windows Azure storage service 

provides several options. Figure 4 shows the choices. 
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Figure 4: Windows Azure Storage provides blobs, tables, and queues. 

The simplest way to store data in Windows Azure storage is to use blobs. A blob contains binary data, and 

as Figure 4 suggeǎǘǎΣ ǘƘŜǊŜΩǎ ŀ ǎƛƳǇƭŜ ƘƛŜǊŀǊŎƘȅ: Each container can contain one or more blobs. Blobs can 

be bigτup to a terabyteτand they can also have associated metadata, such as information about where 

a JPEG photograph was taken or who the singer is for an MP3 file. Blobs also provide the underlying 

storage for Windows Azure drives, a mechanism that lets a Windows Azure role instance interact with 

persistent storage as if it were a local NTFS file system.  

Blobs are just right for some situationsΣ ōǳǘ ǘƘŜȅΩǊŜ ǘƻƻ unstructured for others. To let applications work 

with data in a more fine-ƎǊŀƛƴŜŘ ǿŀȅΣ ²ƛƴŘƻǿǎ !ȊǳǊŜ ǎǘƻǊŀƎŜ ǇǊƻǾƛŘŜǎ ǘŀōƭŜǎΦ 5ƻƴΩǘ ōŜ ƳƛǎƭŜŘ ōȅ ǘƘŜ 

name: ¢ƘŜǎŜ ŀǊŜƴΩǘ ǊŜƭŀǘƛƻƴŀƭ ǘŀōƭŜǎΦ ¢he data each one holds is actually stored in a group of entities that 

contain properties. And rather than using SQL, an application can query ŀ ǘŀōƭŜΩǎ Řŀǘŀ ǳǎƛƴƎ the 

conventions defined by OData. This approach allows scale-out storageτscaling by spreading data across 

many machinesτmore effectively than would a standard relational database. In fact, a single Windows 

Azure table can contain billions of entities holding terabytes of data. 

Blobs and tables are both focused on storing and accessing data. The third option in Windows Azure 

storage, queues, has a quite different purpose. A primary function of queues is to provide a way for Web 

role instances to communicate asynchronously with Worker role instances. For example, a user might 

submit a request to perform some compute-intensive task via a Web interface implemented by a 

Windows Azure Web role. The Web role instance that receives this request can write a message into a 

queue describing the work to be done. A Worker role ƛƴǎǘŀƴŎŜ ǘƘŀǘΩǎ ǿŀƛǘƛƴƎ ƻƴ ǘƘƛǎ ǉǳŜǳŜ Ŏŀƴ ǘƘŜƴ ǊŜŀŘ 

the message and carry out the task it specifies. Any results can be returned via another queue or handled 

in some other way. 
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Regardless of how data is storedτin blobs, tables, or queuesτall information held in Windows Azure 

ǎǘƻǊŀƎŜ ƛǎ ǊŜǇƭƛŎŀǘŜŘ ǘƘǊŜŜ ǘƛƳŜǎΦ ¢Ƙƛǎ ǊŜǇƭƛŎŀǘƛƻƴ ŀƭƭƻǿǎ Ŧŀǳƭǘ ǘƻƭŜǊŀƴŎŜΣ ǎƛƴŎŜ ƭƻǎƛƴƎ ŀ ŎƻǇȅ ƛǎƴΩǘ ŦŀǘŀƭΦ ¢ƘŜ 

system provides strong consistency, however, so an application that immediately reads data it has just 

written is guaranteed to get back what it wrote. Windows Azure also keeps a backup copy of all data in 

another data center in the same part of the world. If the data center holding the main copy is unavailable 

or destroyed, this backup remains accessible. 

Windows Azure storage can be accessed by a Windows Azure application, by an on-premises application, 

or by an application running at a hoster or on another cloud platform. In all of these cases, all three 

Windows Azure storage styles use the conventions of REST to identify and expose data, as Figure 4 

suggests. Blobs, tables, and queues are all named using URIs and accessed via standard HTTP operations. 

A .NET client can use a Windows Azure-provided library to do this, but ƛǘΩǎ ƴƻǘ requiredτan application 

can also make raw HTTP calls.  

Creating Windows Azure applications that use blobs, tables, and queues can certainly be useful. 

Applications that rely on relational storage can instead use SQL Azure, another component of the 

Windows Azure platform. Applications running on Windows Azure (or in other places) can use this 

technology to get familiar SQL-based access to relational storage in the cloud. 

FABRIC CONTROLLER 

All Windows Azure applications and all of the data in Windows Azure storage reside in some Microsoft 

data center. Within that data center, the set of machines dedicated to Windows Azure and the software 

that runs on them are managed by the fabric controller. Figure 5 illustrates this idea. 

 

Figure 5: The fabric controller interacts with Windows Azure applications via a fabric agent. 
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The fabric controller is itself a distributed ŀǇǇƭƛŎŀǘƛƻƴ ǘƘŀǘΩǎ replicated across a group of machines. It owns 

all of the resources in its environment: computers, switches, load balancers, and more. Because it can 

communicate with a fabric agent on every computer, iǘΩs also aware of every Windows Azure application 

in this fabric. (Interestingly, the fabric controller sees Windows Azure storage as just another application, 

and so the details of data management and replication ŀǊŜƴΩǘ ǾƛǎƛōƭŜ ǘƻ ǘƘŜ ŎƻƴǘǊƻƭƭŜǊΦύ 

This broad knowledge lets the fabric controller do a number of useful things. It monitors all running 

applications, for example, giving it an up-to-the-ƳƛƴǳǘŜ ǇƛŎǘǳǊŜ ƻŦ ǿƘŀǘΩǎ Ƙappening. It also decides where 

new applications should run, choosing physical servers to optimize hardware utilization. To do this, the 

fabric controller depends on the configuration ƛƴŦƻǊƳŀǘƛƻƴ ǘƘŀǘΩs uploaded with each Windows Azure 

application. This file provides an XML-based description of what the application needs: how many Web 

role instances, how many Worker role instances, and more. When the fabric controller deploys a new 

application, it uses this configuration file to determine how many VMs to create.  

hƴŎŜ ƛǘΩǎ ŎǊŜŀǘŜŘ ǘƘƻse VMs, the fabric controller then monitors each of them. If an application requires 

five Web role instances and one of them dies, for example, the fabric controller will automatically start a 

new one. Similarly, if the machine a VM is running on dies, the fabric controller will start a new instance of 

the role on another machine, resetting the load balancer as necessary to point to this new VM.  

Windows Azure today gives developers five VM sizes to choose from. The options are: 

 Extra-small, with a single-core 1.0 GHz CPU, 768MB of memory, and 20GB of instance storage. 

 Small, with a single-core 1.6 GHz CPU, 1.75 GB of memory, and 225 GB of instance storage. 

 Medium, with a dual-core 1.6 GHz CPU, 3.5 GB of memory, and 490 GB of instance storage. 

 Large, with a four-core 1.6 GHz CPU, 7 GB of memory, and 1,000 GB of instance storage. 

 Extra-large, with an eight-core 1.6 GHz CPU, 14 GB of memory, and 2,040 GB of instance storage. 

An extra-small instance shares a processor core with other extra-small instances. For all of the other sizes, 

however, each instance has one or more dedicated cores. This means that application performance is 

predictable, with no arbitrary limit on how long an instance can execute. A Web role instance, for 

example, can take as long as it needs to handle a request from a user, or a Worker role instance might 

compute the value of pi to a million digits.  

For Web and Worker roles (although not for VM roles), the fabric controller also manages the operating 

system in each instance. This includes things such as applying OS patches and updating other system 

software.  This lets developers focus solely on creating applicationsτǘƘŜȅ ŘƻƴΩǘ ƴŜŜŘ ǘƻ ǿƻǊǊȅ ŀōƻǳǘ 

managing the platform itself. LǘΩs important to understand, however, that the fabric controller always 

assumes that at least two instances of every role are running. This lets it shut down one of them to 

update its software without taking down the entire application. For this and other reasons, running a 

single instance of any Windows Azure role is usually a bad idea. 

CONTENT DELIVERY NETWORK 

One common use of blobs is to store information that will be accessed from many different places. Think 

of an application that serves up videos, for example, to Flash, Silverlight, or HTML 5 clients around the 
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world. To improve performance in situations like this, Windows Azure provides a content delivery 

network. The CDN stores copies of a blob at sites closer to the clients that use it. Figure 6 illustrates this 

idea. 

 

Figure 6: The Windows Azure CDN caches copies of blobs around the world, letting users access that 

information more quickly. 

5ƻƴΩǘ ǘŀƪŜ ǘƘŜ ŦƛƎǳǊŜ ǘƻƻ ƭƛǘŜǊŀƭƭȅτthe Windows Azure CDN actually has many more global caching 

locations than it showsτbut the concept is correct. The first time a particular blob is accessed by a user, 

the CDN stores a copy of that blob at a location thaǘΩǎ ƎŜƻƎǊŀǇƘƛŎŀƭƭȅ ŎƭƻǎŜ to that user. The next time this 

blob is accessed, its contents will be delivered from the cache rather than from the more remote original.  

For example, suppose Windows Azure is used to provide ǾƛŘŜƻǎ ƻŦ ŀ ŘŀȅΩǎ sporting events to a far-flung 

ŀǳŘƛŜƴŎŜΦ ¢ƘŜ ŦƛǊǎǘ ǳǎŜǊ ǿƘƻ ŀŎŎŜǎǎŜǎ ŀ ǇŀǊǘƛŎǳƭŀǊ ǾƛŘŜƻ ǿƻƴΩǘ ƎŜǘ ǘƘŜ ōŜƴŜŦƛǘ ƻŦ ǘƘŜ /5bΣ ǎƛƴŎŜ ǘƘŀǘ ōƭƻō 

ƛǎƴΩǘ ȅŜǘ ŎŀŎƘŜŘ ƛƴ ŀ ŎƭƻǎŜǊ ƭƻŎŀǘƛƻƴΦ !ƭƭ ƻǘƘŜǊ ǳǎŜǊǎ ƛƴ ǘƘŜ ǎŀƳŜ ƎŜƻƎǊŀǇƘȅ ǿƛƭƭ see better performance, 

however, since using the cached copy lets the video load more quickly. 

CONNECT 

Running applications in the Microsoft cloud is useful. But the applications and data we use inside our 

ƻǊƎŀƴƛȊŀǘƛƻƴǎ ŀǊŜƴΩǘ ƎƻƛƴƎ ŀǿŀȅ ŀƴȅ ǘƛƳŜ ǎƻƻƴΦ DƛǾŜƴ ǘƘƛǎΣ ŜŦŦŜŎǘƛǾŜƭȅ ŎƻƴƴŜŎǘƛƴƎ ƻƴ-premises 

environments with Windows Azure is important. 
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Windows Azure Connect is designed to help do this. By providing IP-level connectivity between a 

Windows Azure application and machines running outside the Microsoft cloud, it can make this 

combination easier to use. Figure 7 illustrates the idea. 

 

Figure 7: Windows Azure Connect allows IP-level communication between an on-premises Windows 

machine and a Windows Azure application. 

As the figure shows, using Windows Azure Connect requires installing an endpoint agent on each on-

premises computer ǘƘŀǘΩǎ ŎƻƴƴŜŎǘƛƴƎ ǘƻ ŀ ²ƛƴŘƻǿǎ !ȊǳǊŜ ŀǇǇƭƛŎŀǘƛƻƴ. (Because the technology relies on 

IP v6, the endpoint agent is available today only for Windows Server 2008, Windows Server 2008 R2, 

Windows Vista, and Windows 7.) The Windows Azure application also needs to be configured to work 

with Windows Azure Connect. Once this is done, the agent can use IPsec to interact with a particular role 

in that application. 

bƻǘŜ ǘƘŀǘ ǘƘƛǎ ƛǎƴΩǘ ŀ Ŧǳƭƭ-fledged virtual private network (VPN). While Microsoft has announced plans to 

offer this eventually, Windows Azure Connect is a simpler solution. SŜǘǘƛƴƎ ƛǘ ǳǇ ŘƻŜǎƴΩǘ ǊŜǉǳƛǊŜ 

contacting your network administrator, for instance. Aƭƭ ǘƘŀǘΩǎ ǊŜǉǳƛǊŜŘ ƛǎ the ability to install the 

endpoint agent on the local machine. This approach also hides the potential complexity of configuring 

IPsecτƛǘΩǎ ŘƻƴŜ ŦƻǊ ȅƻǳ ōȅ Windows Azure Connect. 

Once the technology is set up, roles in a Windows Azure application appear to be on the same IP network 

as the on-premises machine. This allows things such as the following: 

 A Windows Azure application can access an on-premises database directly. For example, suppose an 

organization moves an existing Windows Server application built using ASP.NET into a Windows Azure 

Web role. If the database this application uses needs to stay on premises, a Windows Azure Connect 
































